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I.   INTRODUCTION
 Section 230 of the Communications Decency Act, often credited with mod-
ernizing the Internet, is an instrumental piece of legislation shaping our twenty-
first century information technologies. One of the critical consequences arising 
from Section 230 is the overwhelming prominence of social media platforms, made 
possible by provisions of the Section providing the platforms with immunity from 
liability for the actions of third-party users of their platforms. However, the ex-
pansive—and still growing—grasp of these platforms concerns many, producing a 
debate about what this dynamic and ever-changing technology means for the fu-
ture of Section 230 and social media platforms.Today, society continues to grapple 
with urgent questions regarding whether social media platforms should possess the 
public authority to censor various forms of speech, and if not, what would be the 
most appropriate approach for reform.  
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 This Article addresses these questions by examining Sec-
tion 230, the current debate regarding its liability immunity, and 
various suggested modes of reform. More specifically, Part II of 
the Article provides a concise exploration of the historical context 
of free speech and its influence on the formation of Section 230. 
Part III covers the current state of the law by explaining Section 
230’s text and judicial interpretation. Part IV discusses the impact 
of Section 230, the current debate surrounding Section 230, and 
why the debate has such momentum at this particular time. Part 
V explores various proposed solutions to Section 230. Part VI 
analyzes these proposed solutions, the current state of the law, 
and what future reform should hold. Lastly, Part VII wraps up the 
arguments discussed about Section 230. 

II.  BACKGROUND OF SECTION 230
The First Amendment of the Constitution is one of 

the pillars of American life.1 The First Amendment’s Free Speech 
Clause is relatively straightforward, stating that “Congress shall 
make no law abridging the freedom of speech.”2 The Founding 

Fathers believed that “freedom to think as you will and to speak 
as you think are means indispensable to the discovery and spread 
of political truth; that without free speech and assembly discus-
sion would be futile; . . . that public discussion is a political duty; 
and that this should be a fundamental principle to the American 
government.”3 The “constitutional safeguard” of free speech “was 
fashioned to assure unfettered interchange of ideas for the bring-
ing about of political and social changes desired by the people”4 
and is “a fundamental principle of our constitutional system.”5 
While acknowledging the fundamental importance of freedom of 
speech and expression, it is crucial to note that the Clause’s ap-
plication is restricted solely to governmental actions and not to 
those of private entities.6 Still, free speech is equally instrumental 
to American society today as it was at its founding. However, our 
landscape has distinctly changed, leaving many questions about 
the role of free speech in modern twenty-first century life. 
 Notably, the advent of the Internet and social media has 
created an environment and lifestyle unimaginable to our coun-
try’s founders. Individuals all around the globe can share infor-
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mation instantly, giving the impression of an increasingly bound-
aryless world. Smartphones, which became mainstream technology 
around the time of Section 230’s drafting,7 are now used by al-
most five billion people worldwide.8 Additionally, today 93% of 
American adults use the Internet9 and 72% use social media.10 
Social media giants like Facebook and Twitter have roughly 2.89 
billion11 and 330 million12 global monthly active users respectively. 
More regionally, Facebook has approximately 261 million active 
monthly users in the United States and Canada combined,13 and 
Twitter has roughly 68 million active monthly users in the United 
States.14 Since the rise of modern technology and the consequential 
“information Big Bang,”15 lawmakers and the courts have worked 
to apply free speech principles to this dynamic landscape.16 
 One of the most significant pieces of legislation is Sec-
tion 230 of the Communications Decency Act of 1996, often 
referred to as “Section 230” or “230.”17 Congress enacted the 
Communications Decency Act (CDA) as part of the Telecom-
munications Act of 1996.18 As a result of the rise of the Internet, 
Congress wanted to modernize the Telecommunications Act of 
1996, which provided “protections against obscene, lewd, inde-
cent, or harassing uses of a telephone.”19 While a few provisions of 
the CDA that “directly imposed liability for transmitting obscene 
or harassing material online” have been struck down by the U.S. 
Supreme Court as unconstitutional,20 Section 230 remains stand-
ing and is extremely important to the development and use of the 
Internet as we know it.21 

III.   CURRENT STATE OF SECTION 230  
A.     Text of Section 230
 The heart of Section 230 comes from two different pro-
tections in Section 230(c), which is captioned “Protection for 
‘Good Samaritan’ blocking and screening of offensive material.”22 
To understand Section 230 and its effect, one must take notice of 
the distinction between “interactive computer service” and “in-
formation content provider.”  Section 230(c)(1) states that “No 
provider or user of an interactive computer service shall be treated 
as the publisher or speaker of any information provided by anoth-
er information content provider.”23 “Interactive computer service” 
is defined in the statute as “any information service, system, or ac-
cess software provider that provides or enables computer access by 
multiple users to a computer server, including specifically a ser-
vice or system that provides access to the Internet . . . .”24 Courts 
consider social media platforms like Facebook and Twitter to be 
“interactive computer services,”25 as well as other types of online 
platforms such as Yahoo! and Craigslist.26 In contrast, an “infor-
mation content provider” means “any person or entity that is re-
sponsible, in whole or in part, for the creation or development of 
information provided through the Internet or any other interac-
tive computer service.”27 Thus, Section 230 creates a distinction 
between “those who create content and those who provide access to 
that content[.]”28 Ultimately, Section 230(c)(1) means that social 
media platforms and other online platforms—those who provide 
access to content—cannot be held liable as the publishers of the 
speech of their third-party users. In contrast, analog platforms 
(such as newspapers) can be held liable as publishers of a third 
party’s speech.29

 Section 230’s second protection comes from Section 
230(c)(2), which states: 

No provider or user of an interactive computer service 
shall be held [civilly] liable on account of—(A) any 
action voluntarily taken in good faith to restrict ac-
cess to or availability of material that the provider or 
user considers to be obscene, lewd, lascivious, filthy, 
excessively violent, harassing, or otherwise objection-
able, whether or not such material is constitutionally 

protected; or (B) any action taken to enable or make 
available to information content providers or others 
the technical means to restrict access to material de-
scribed in paragraph (1).30

This provision “ensures that service providers may not 
be held liable for voluntarily acting to restrict access 
to objectionable material.”31 By protecting platforms 
from liability for “good faith” or “Good Samaritan” ef-
forts to remove offensive material, Congress hoped to 
protect minors from obscene or indecent material on 
the Internet.32 

 While protecting minors from offensive material on the 
Internet was the primary purpose of Section 230, Congress also 
had many other objectives in mind when passing the legislation. 
Congress (albeit with a twentieth-century understanding of the 
Internet) intentionally created this broad immunity that is nota-
bly distinct from more traditional forms of media such as news-
papers. Congress understood that “the rapidly developing array 
of Internet and other interactive computer services” represented 
an “extraordinary advance in the availability of educational and 
informational resources to [American] citizens,” offered “a forum 
for true diversity of political discourse, unique opportunities for 
cultural development, and myriad avenues for intellectual activ-
ity,” and was relied on by Americans for “a variety of political, ed-
ucational, cultural, and entertainment services.”33 Congress also 
noted that “[t]he Internet and other interactive computer services 
have flourished, to the benefit of all Americans, with a minimum 
of government regulation.”34 Thus, the broad immunity given to 
service providers was a purposeful effort to allow free speech and 
e-commerce on the internet to continue its growth.35 Addition-
ally, Congress also hoped that providing such immunity—and 
thus keeping platforms and other service providers from having 
to worry about liability constantly—would incentivize service 
providers to moderate their content.36 
 The statute also identifies five exceptions to the immu-
nity it provides. Section 230 does not apply to (1) the enforce-
ment of federal criminal law, (2) intellectual property law, (3) 
the enforcement of “any State law that is consistent with [Sec-
tion 230],” (4) the Electronic Communications Privacy Act of 
1986 and similar state law, and (5) various civil actions and state 
criminal prosecutions where the conduct underlying the charge 
violates sex trafficking law.37 The fifth exception is the most recent 
amendment to Section 230; it was added by the Allow States and 
Victims to Fight Online Sex Trafficking Act (FOSTA) in 2018.38 
 
B. Judicial Interpretation of Section 230
 Judicial interpretation of Section 230 has provided 
a broad scope of immunity to social media platforms and oth-
er service providers. This grant of immunity is vital because of 
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the considerable growth of the Internet 
since 1996. In Zeran v. America Online, 
Inc., the seminal case covering the scope 
of Section 230, the Fourth Circuit re-
jected a claim that AOL was liable as a 
“notice-based” distributor for defamatory 
statements published on the online bul-
letin board.39 The court held that Section 
230’s immunity for “publishers” included 
both original publishers and distributors 
because imposing “notice-based liability” 
against distributors would deter service 
providers from regulating and monitor-
ing the content posted on its service, rather than incentivizing 
them to do so.40 Moreover, the court emphasized that service pro-
viders’ immunity from liability for the “exercise of a publisher’s 
traditional editorial functions—such as deciding whether to pub-
lish, withdraw, postpone, or alter content” is essential to main-
taining freedom of speech “in the new and burgeoning Internet 
medium.”41  In sum, holding that service providers could be liable 
as “notice-based” distributors would effectively contradict Con-
gress’s goals of Section 230. 
 Zeran’s interpretation of Section 230 is significant and 
many courts rely on it in Section 230 litigation. For example, 
in 2003, the Ninth Circuit ruled in Batzel v. Smith that Section 
230’s definition of “interactive computer services” included not 
only “services that provide access to the Internet as a whole” but 
also “‘any’ information services or systems” that “allow ‘multiple 
users’ to access ‘a computer server.’”42 Batzel’s rearticulated defini-
tion of “interactive computer services” and Zeran’s inclusion of 
distributors in Section 230’s protection for publishers arguably 
paved the way for courts to hold that online platforms, including 
Twitter, Facebook, Yahoo, and Google are “internet service pro-
viders” and thus fall under the law’s protections.43

 
IV.   SECTION 230 LAW IN APPLICATION
A.    Impact of Section 230

Section 230’s most famous impact—and the focus of 
this article—is the role it plays in the context of social media plat-
forms.44 However, to understand the full significance of Section 
230 and the gravity of its potential reform, it is crucial to realize 
the depth and breadth of its impact. When we say that Section 
230 “created the Internet” as we know it today,45 this goes beyond 
the existence of social media platforms. Section 230 and the In-
ternet form an instrumental part of our economy. Section 230’s 
liability protections “enable[] and protect[] a wide variety of busi-
nesses and business models.”46 Without Section 230’s immuniza-
tions, the United States economy would lose roughly “$75 billion 
annually,” employee earnings would lower “by some $23 billion 
annually,” and “over 425,000 jobs” would be eliminated.47 More-
over, Section 230 allows free discourse in discussion boards and 
product and business reviews, which is vital to industries such as 
ridesharing, vacation rental, and online shopping.48 Thus, Section 
230’s impact extends beyond businesses and platforms, reaching 
ordinary individuals as users and consumers.49  

Businesses affected by Section 230 include companies 
and platforms of all sizes, not just large and well-known names 
such as Google and Facebook. While large corporations—partic-
ularly social media platforms—are at the forefront of the discus-
sion around Section 230,50 small and mid-size companies should 
still be considered when examining the law’s problems and poten-
tial solutions to those problems. Irrespective of their size, millions 
of “apps, websites, and platforms” reap Section 230’s benefits.51 
Additionally, while Section 230 plays a significant role in the cur-
rent free flow of discourse on social media giants,52 such platforms 

would fair far better without Section 230’s 
protections than small and mid-size plat-
forms would.53 Not only are Big Tech com-
panies in a better place to afford the cost of 
wildly-increased litigation,54 but developing 
such vast content moderation will be a more 
feasible task, both cost- and data-wise.55 This 
inequity will severely harm existing non-Big 
Tech platforms and provide a significant bar-
rier to entry for new companies, contribut-
ing to a Big Tech monopoly.56

B. Debate Surrounding Section 230 and 
Why It’s an Issue Now
 Section 230 is an extremely important piece of legis-
lation with countless ripple effects. However, the resulting free 
reign of social media platforms to block or permit different kinds 
of speech is a topic of growing concern.57 The debate surround-
ing Section 230 is simultaneously scattered and far-reaching, as 
complaints come from all angles. The problem with Section 230 
appears to be two-fold: social media platforms are both regulating 
their content too much, resulting in biased and arbitrary censor-
ship of social media users, and regulating their content too little, 
allowing hate speech and mis- and disinformation to permeate 
the platforms.58 These concerns ultimately stem from the sheer 
amount of control platforms have, as Section 230 lets the plat-
forms serve as the primary vehicle for creating, applying, and en-
forcing regulations. Thus, the platforms make the decisions and 
can do so without being transparent.59 The lack of transparency 
among platforms’ content moderation decisions (particularly 
among the Big Tech platforms) is one of the largest sources of 
frustration for Section 230 debaters.60 Moreover, even if there is 
agreement that something in social media content moderation 
needs to change, there is further widespread debate about what 
this type of change should look like, how it should be enacted, 
and who is the best authority to enforce and implement it.61 
 It is also essential to understand the context of how and 
why Section 230 has become such a hot topic in the past several 
years. The time frame of Donald J. Trump’s presidency plays a 
unique and significant role in Section 230’s debate. Trump’s un-
precedented use of social media platforms throughout his cam-
paigning and time in office—whether this be in response to grow-
ing social movements such as #MeToo62 and #BlackLivesMatter,63 
to a global pandemic64 or just everyday life65—represented a stark 
shift from how prior presidents have used social media.66 The first 
noteworthy event especially relevant to the Section 230 discourse 
is the 2016 presidential election. Some have argued that the 
“primary trigger” for such reform-focused discussion is the Rus-
sian government’s interference in the election.67 The COVID-19 
pandemic and the 2020 presidential election also pose essential 
contexts for the Section 230 debate, as social media giants such 
as Twitter and Facebook began labeling posts that potentially 
contained “fake news” or misinformation on these topics with 
warning messages.68 In response, Trump took to Twitter and ad-
vocated for heightened regulation of social media platforms.69 He 
further targeted Section 230 by issuing an “Executive Order on 
Preventing Online Censorship.”70  He later threatened to veto the 
National Defense Authorization Act (NDAA), an “annual defense 
funding bill,” if Congress did not revoke Section 230.71 These 
tensions reached their height in the January 6, 2021 insurrection, 
leading to several large platforms removing Trump’s presidential 
and personal accounts.72 This unexpected and unprecedented ac-
tion left many questioning the scope of social media platforms’ 
content moderation power.73

In the non-presidential context, it is also important to 
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recognize the general increase in trolling and disinformation in 
the past several years. Social media’s ease of use—including anon-
ymous usage—and vast quantities of use lends itself to an envi-
ronment conducive to “trolling,” hate speech, and mis- and disin-
formation.74 Moreover, artificial intelligence is also capable of and 
does produce such content.75 Concerns about this type of content 
have also contributed to the notion that social media platforms’ 
content moderation needs to be more thoroughly regulated.76 

V.   PROPOSED SOLUTIONS
 As a result of the discourse around Section 230, law-
makers and consumers have proposed various solutions to remedy 
the problems around social media content moderation. This Arti-
cle discusses and provides commentary on four categories of these 
solutions: (1) revoking Section 230 in its entirety; (2) amending 
Section 230 by federal legislation; (3) intervention by individual 
state governments; and (4) avoiding government regulation en-
tirely and instead relying on the platforms to self-regulate. 

A.  Revoking Section 230
 President Biden and former President Trump have called 
to revoke Section 230.77 Their advocation stems from different 
reasons, each representing one side of the two-fold problem78 and 
reflecting the general dichotomy between the views of conserva-
tives and liberals on Section 230.79 Trump’s basis for seeking revo-
cation of Section 230 stems from platforms’ supposed bias against 
conservative voices. In contrast, Biden’s motive stems from the 
supposed problem of rampant misinformation on social media 
platforms, and he thus dislikes the law protecting social media 
platforms from liability for such misinformation.80

However, many argue that entirely revoking Section 230 
would likely do more harm than good for the giants and smaller 
platforms.81 Section 230’s protections have contributed so widely 
to the existing Internet—and by extension, many facets of our 
economy82—that revoking the law would undoubtedly change 
our entire Internet and social media landscape.83 Moreover, the 
consequences of repealing the law are unpredictable,84 and it is 
unknown whether the lack of protection would cause social me-
dia platforms to regulate more or less.85 And if platforms were 
required to regulate more, smaller platforms would be particu-
larly disadvantaged, unable to compete with the resources of giant 
platforms.86 

B. Amending Section 230
 A much larger discussion revolves around amending Sec-
tion 230 rather than repealing it entirely. Proposals to amend and 
reform Section 230 in various ways have 
been widespread and mainly gained steam 
after Congress enacted FOSTA in 2018.87 
Since then, at least twenty-six bills in Con-
gress have spoken to Section 230, and the 
executive branch and outside commenta-
tors are also contributing to the dialogue.88 
Some of these proposals reflect the design 
of FOSTA, carving out certain kinds of 
claims as exceptions to Section 230’s im-
munity.89 Other recommendations inflict 
broader liability on service providers, re-
quiring that offensive content be reported 
or removed within a specific time frame.90 
In particular, this article will examine two 
separate amendment proposals that pri-
marily fall into the latter category: the 
Department of Justice’s and Senator Josh 
Hawley’s. 

 The Department of Justice unveiled its proposal to re-
form Section 230 on September 23, 2020 on behalf of the Trump 
Administration.91 The proposal predominantly inflicts broader 
liability but also includes some specific carve-outs. The DOJ ar-
gues that its reform is necessary because of the change from social 
media platforms “function[ing] as simple forums” to using “so-
phisticated algorithms to suggest and promote content and con-
nect users.”92 This substantial increase in the power of platforms 
can be “abused” instead of used “for good.”93 The DOJ finds two 
main problems with the way Section 230 is functioning: (1) so-
cial media platforms are doing a poor job of “addressing criminal 
content on their services” and thus need more incentives, and (2) 
social media platforms are not sufficiently “transparent and ac-
countable” in their current content moderation.94 

Four categories of reform address these two problems.95 
First, the proposal “incentiviz[es] online platforms to address il-
licit content” by taking away Section 230’s civil immunity from 
“Bad Samaritan” platforms—platforms that knowingly host ille-
gal (by statutory or court-judgment means) content––and plat-
forms that purposefully promote, facilitate, or solicit unlawful 
content.96 The DOJ argues that the proposal’s “heightened” mens 
rea requirement prevents the law from sweeping too broadly.97 
The proposal also includes two specific categories of claims that 
would be exempt from immunity: child sexual abuse, terrorism, 
and cyber-stalking; and actual knowledge or court judgments.98  

Second, the proposal increases the federal government’s 
role in content moderation by allowing the DOJ and other fed-
eral agencies to initiate civil enforcement actions rather than just 
criminal enforcement.99 Third, the proposal “clarif[ies] that fed-
eral antitrust claims are not covered by Section 230 immunity.”100 
The DOJ’s articulated purpose for this revision includes promot-
ing competition among Internet companies.101 

Fourth, the proposal “promote[s] free and open discourse 
online and encourage[s] greater transparency between platforms 
and users” by taking away platforms’ ability to use its discretion 
and remove content it deems objectionable and instead allowing 
platforms to remove only specific categories of content.102 Ad-
ditionally, the proposal inserts a definition of “good faith” that 
requires platforms to provide a “reasonable explanation” for con-
tent moderation actions.103 The platform will receive Section 230 
immunity only if the “reasonable explanation” is satisfactory.104 

U.S. Senator Josh Hawley’s Ending Support for Internet 
Censorship Act also proposes to amend Section 230.105 Senator 
Hawley’s proposal originates from the concern that platforms 
moderate their content with an anti-conservative bias.106 The Act 
emphasizes that it only applies to “big tech companies,” which 

it defines as those with more than: (A) 
thirty million active monthly users in 
the United States; (B) 300 million ac-
tive monthly users globally, or (C) $500 
million in global annual revenue.107 The 
Act removes Section 230’s automatic 
immunity for companies that fall un-
der those parameters. It replaces it with 
the “ability to earn immunity through 
external audits” every two years that 
the companies themselves finance.108 
In these audits, companies must “prove 
to the FTC by clear and convincing 
evidence that their algorithms and con-
tent-removal practices are politically 
neutral.”109 

C. State Government Involvement
 Another method of Section 230 re-
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form involves regulation by state governments. Texas 
and Florida, attempting to reduce alleged censor-
ship bias among social media platforms, passed laws 
regarding social media content moderation.110 Both 
laws are currently the subject of litigation for their 
constitutionality.111

 In September 2021, Texas enacted Texas 
House Bill 20 (“HB 20”).112 The bill makes it unlaw-
ful for social media platforms with more than fifty 
million active monthly users in the U.S. to “censor a 
user, a user’s expression, or a user’s ability to receive 
the expression of another person based on: (1) the 
viewpoint of the user or another person; (2) the view-
point represented in the user’s expression; or (3) a us-
er’s geographic location in this state or any part of this 
state.”113 The law provides two exceptions to this pro-
hibition, allowing platforms to moderate expression 
that is (1) specifically requested by an organization 
aimed at preventing sexual abuse and sexual exploita-
tion and (2) “directly incites criminal activity or con-
sists of specific threats of violence targeted against a 
person or group” because of specific characteristics.114 
Thus, platforms would not be penalized for or pro-
hibited from removing obscene or criminal content. 
HB 20 also requires these social media platforms to 
develop an “acceptable use policy.”115 The “acceptable 
use policy” requires that the platform develop an ac-
cessible complaint system, produce routine “transpar-
ency” reports of the removed content, and release its 
content regulation procedures.116 

The law reflects conservatives’ concern that 
social media companies possess an anti-conservative 
and anti-religious bias. In response to this concern, the regula-
tion intends to “prohibit social media companies’ ability to silence 
viewpoints on their platforms and allow users who were wrongly 
censored to seek recourse.”117 In December 2021, a federal dis-
trict court blocked HB 20.118 The court held that “social media 
platforms have a First Amendment right to moderate content dis-
seminated on their platforms.”119 
 Florida’s law—Senate Bill 7072—goes even further than 
Texas’s law. It prohibits social media platforms with more than 
100 million active monthly users globally120 from “barring from 
its site any candidate for office,” “using an algorithm to put a 
candidate’s post in the proper feeds—to put the post in the feed 
of a user who wishes to receive it or to exclude the candidate’s 
post from the feed of a user who does not wish to receive it,” and 
“taking action to ‘censor, deplatform, or shadow ban’ a ‘journal-
istic enterprise’” based on its content.121 The law also has various 
disclosure requirements.122 These regulations are contrary to a pri-
vate entity’s typical free speech rights.123 In June 2021, a federal 
district judge issued a preliminary injunction for the law, holding 
that the law violates the First Amendment.124 
  
D. Avoiding Government Involvement and Relying on Self-
Regulation
 Another set of proposed solutions to social media con-
tent regulation advises steering clear of government regulation 
altogether and instead relying on the platforms themselves—indi-
vidually or as an industry—to take further regulatory steps. First 
and foremost, because of the First Amendment, “American law 
and culture strongly circumscribe government power to regulate 
speech on the Internet and elsewhere.”125 There are few exceptions 
to free speech protection because “[t]he United States highly val-
ues individual speech in the public sphere.”126 Not only does the 
First Amendment’s free speech protection allow users of platforms 

to post their viewpoints, but it—along with Section 230—allows 
social media platforms to decide what speech they want to have 
on their platforms.127 Thus, many argue that government regula-
tion of social media content poses too big a risk to this funda-
mental right; government officials are not the right players to deal 
with any content moderation problem, and any possible gains 
of government regulation are drastically outweighed by the dan-
gers.128 Instead, regulation is better left to the private sector.129 
 Self-regulation by social media platforms refers to “the 
steps companies or industry organizations take to preempt or 
supplement governmental rules and guidelines that govern their 
activities.”130 Self-regulation encompasses a variety of regulation 
forms at both the individual firm level and the industry level.131 
Proponents of self-regulation emphasize that such a solution is 
likely to be effective now because of the ongoing dialogue, as self-
regulation works best when there are corresponding legitimate 
threats of government regulation132 and when the long-term ben-
efits outweigh the short-term costs.133 Both of these factors are 
present for social media platforms: platforms are facing threats 
of government intervention at both the federal and state levels,134 
and prior instances of platforms engaging in self-regulation (spe-
cifically with terrorism and sexual exploitation) illustrate that 
they know content moderation actions can be ultimately worth-
while.135 Moreover, given our current societal backdrop of a pan-
demic, and given areas such as “quality, health, [and] safety” are 
“likely to be better handled by self-regulation and platform gover-
nance rules . . . especially when the technology or platform opera-
tions are difficult for government regulators to understand and 
monitor,”136 it is a possible time for self-regulation. While content 
moderation regarding hate speech and mis- and disinformation 
can be difficult because such topics involve more of a gray area 
than terrorism or sexual exploitation,137 self-regulation is a pos-
sible alternative to government intervention.138 
 Another proposed avenue of self-regulation is industry 
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regulation among platforms rather than individ-
ual-platform regulation.139 Self-regulation at the 
industry level often involves “forming collective 
institutions like industry associations”140 or “self-
regulatory councils (“SRC”)”141 that regulate with 
“common norms and standards.”142 These institu-
tions often “develop standards and protocols that 
promote order and efficiency across the indus-
try.”143 This type of industry regulation is particu-
larly viable among the large social media platforms 
because they are in the same market, have “pre-
sumably similar business models and economic 
incentives,”144 and are an industry where said regu-
lation could enhance public trust.145 The premise 
of industry-wide regulation may also reduce the 
deterrent effect of the cost of such rules because 
all platforms will endure the cost and thus be on 
equal footing.146 

VI.   ANALYSIS
To help ensure that reform will be real-

istic and successful, the discourse around Section 
230 should take into consideration five points: (1) 
the Internet is exceptional and utterly unique; (2) 
the twenty-first-century backdrop of extreme political polariza-
tion and the rise of “cancel culture” is an unignorable component 
of the debate; (3) the vast impact of Section 230 and its proposed 
solutions on platforms of all sizes is a vital part of the law’s influ-
ence; (4) the platforms, not government actors, are the experts on 
this topic, and accordingly they should be part of the conversa-
tion; and (5) if the government does take action, a standardized, 
federal approach seems the most reasonable.

A. The Internet’s Exceptionalism
In some ways, Section 230’s impact is almost an instance 

of a “happy accident”—its drafters, while understanding that the 
Internet would wield remarkable and unprecedented capabili-
ties,147 could not have imagined how far it would develop in less 
than thirty years. On the other hand, judicial interpretations in-
dicate strong intentionality in the power Section 230 gives plat-
forms. Furthermore, the notion of “internet exceptionalism” is 
a theme that the law’s drafters recognized148 and continues to be 
recognized by courts today.149 Twenty-first-century information 
technologies—especially the Internet and accompanying social 
media platforms—play a key role in our society, largely due to 
Section 230.150 Thus, in whatever form Section 230 reform takes 
place, legislators should ensure the notion of Internet exceptional-
ism is maintained. It would be a mistake to treat the Internet just 
like anything else—such as a newspaper or common carrier—be-
cause it is undeniable that the Internet is not like anything else. 
That does not mean platforms should receive a free pass from 
accountability but instead acknowledges the unique role that the 
Internet plays in our world. Keeping the exceptionalism of the 
Internet in mind not only keeps intact some of the drafters’ goals 
for the legislation but also helps ensure that the ever-connected 
society that Section 230 helped create will get to continue.

B. Notable Twenty-First Century Backdrop of Political Polar-
ization and Cancel Culture

 Although Section 230 reform is necessary, legislators 
should take their time; Section 230 is too critical to the future of 
the Internet and social media platforms for legislators to fail to con-
duct reform deliberately and thoroughly. In the discourse around 
Section 230, especially with its problems being at least two-fold and 
divided by party lines,151 it is vital to acknowledge the backdrop 

in which the Section 230 debate is occurring. Social and political 
polarization increasingly affects American society, with intense divi-
sions between political parties and within political parties.152 Such 
persistent and deep fractures hinder the chances of compromise or 
even authentic listening to the other side.153 

While some contest the role of the Internet in such po-
larization,154 the existence of this polarization is relevant to the Sec-
tion 230 debate. Both political parties desire Section 230 reform 
but have differing views on what it should look like, who should 
undertake it, and what the problem is that requires reform.155 
These layers of disagreement can be attributed to our politically 
polarized state, as there is an increasing unwillingness to listen to 
the opposing side.156 Therefore, without proper discussion and 
understanding between parties and all applicable players (includ-
ing the platforms), Section 230 reform will mirror our polarized 
state and have unexpected consequences. 

 Additionally, “cancel culture” plays a unique role in the 
Section 230 debate. There has been much debate regarding the 
meaning of cancel culture.157 One common understanding refers 
to it as “the practice or tendency of engaging in mass canceling 
as a way of expressing disapproval and exerting social pressure.”158 
Cancel culture most commonly takes place over social media.159 
The primary conflict within the cancel culture phenomenon is 
whether it represents holding others accountable or a method 
for making snap judgments and doling out unnecessary punish-
ment.160 Viewpoints on this conflict also generally coincide with 
one’s political party, with liberals often viewing it as a way to call 
attention to problematic behavior and conservatives often view-
ing it as a way to quickly judge and punish others without looking 
at the complete picture.161 

Cancel culture is relevant to the Section 230 debate be-
cause many see it as contributing to an increasingly sensitive soci-
ety that is intolerant of views in opposition to their own.162 Many 
opposed to cancel culture understand it as a way to silence criti-
cism rather than offensive material.163 Moreover, it is significant 
that what is considered “offensive” can be subjective, which makes 
it difficult for platforms to respond to calls for content modera-
tion when the topics are not necessarily black-and-white. Thus, 
cancel culture arguably creates an environment unconducive to 
open dialogue and discussion, fueling political polarization. An-
other platform obstacle is that the vast majority of speech is pro-
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tected,164 making the line “between free speech and feeling safe 
online” blurry.165 Regardless of one’s views towards cancel culture, 
its existence (especially on social media platforms) adds a note-
worthy layer to the complaints about platforms over-or under-
policing content. Thus it should be acknowledged as part of the 
Section 230 debate’s backdrop.

C. Considering Section 230 and Proposed Solutions From the 
Perspective of Platforms of All Sizes

Section 230 reform would be incomplete without thor-
oughly considering how any proposed reform will impact plat-
forms of all sizes. The problems with Section 230—namely that 
platforms simultaneously regulate their content too much and 
too little—primarily concern the social media giants, given the 
number of users on these platforms. However, reform proponents 
must remember that Section 230 impacts millions of smaller 
platforms. Lack of consideration will hurt these smaller platforms 
through a decreased chance of creation and survival, which will, 
in turn, damage the U.S. economy. 

Small and mid-size platforms rely on Section 230’s pro-
tections to develop and maintain their sites just as much or even 
more than the platform giants.166 Thus, repeal of Section 230 
would have disastrous consequences for these platforms. They 
would not have the financial means to handle an onslaught of 
litigation like larger platforms do. They would thus be incapable 
of maintaining their position in the marketplace.167 Moreover, 
even if these platforms did have the resources to moderate con-
tent through artificial or human intelligence, such extreme con-
tent moderation is impractical—it would be nearly impossible to 
avoid overinclusiveness when using categories of speech as various 
proxies.168 From this perspective, repeal of Section 230 is, there-
fore, the least favorable solution to platforms’ content moderation 
problems. 

Amending Section 230 through federal legislation has 
the potential to provide a more favorable outcome for small and 
mid-size platforms. Still, the standings between the platform gi-
ants and the rest indicate that a one-size-fits-all approach might 
be more harmful than helpful. This defect is seen in the DOJ’s 
proposed amendment, as it applies to all platforms regardless 
of size.169 The changes to Section 230 would also increase the 
amount of litigation platforms could face,170 as the amendment 
would remove platforms’ ability to remove content it deems ob-
jectionable, among other changes.171 One of the proposal’s goals 
is to promote competition among Internet companies,172 but the 
disadvantage that increased litigation poses for smaller platforms 
contradicts this goal.

Additionally, the DOJ’s proposal alters the law’s “good 
faith” exception by including a definition of “good faith” that re-
quires platforms to provide a “reasonable explanation” for their 
content moderation decisions.173 This proposal is problematic for 
many reasons. Not only are smaller platforms less likely to have 
the resources to provide a “reasonable 
explanation” for every content modera-
tion action, but the phrase “reasonable 
explanation” is also vague and subjective, 
leaving platforms without any actual 
guidelines. Moreover, platforms would 
have to expend time and money explain-
ing content moderation choices that are 
typically uncontested.174 

Current instances of state in-
volvement in Section 230 regulations, al-
though with its problems, reflect a more 
friendly strategy for small and mid-size 
platforms. The Texas and Florida leg-

Cancel culture is relevant 
to the Section 230 
debate because many 
see it as contributing to 
an increasingly sensitive 
society that is intolerant 
of views in opposition to 
their own.

islation casts a narrower net, applying their restrictions only to 
platforms with more than 50 million active monthly users in the 
United States175 and more than 100 million active monthly us-
ers globally.176  Interestingly, Senator Hawley’s proposal to amend 
Section 230 by federal legislation applies the smallest scope of 
these three, considering “Big Tech” to be companies that have 
more than 30 million active monthly users in the U.S. or more 
than 300 million active monthly users globally.177 Although these 
numbers still cover a vast number of platforms—for context, tra-
ditional “Big Tech” platforms Facebook and Twitter respectively 
possess around 261 million and 68 million monthly active users 
in the United States178 and 2.89 billion and 330 million active 
users globally179—the inclusion of specific benchmarks is more 
beneficial than an all-encompassing law. Thus, despite such leg-
islation inevitably involving a line-drawing dilemma, platform 
giants’ distinctiveness and incomparability suggest that perhaps 
Section 230 reform is most equitable without a one-size-fits-all 
approach.

D. Conversations Regarding Reform Should Involve Input 
From Platforms of Varying Sizes

Implementation is a necessary step of the reform pro-
cess, and the best chance for successful implementation requires 
communication with and input from platforms of varying sizes. 
Government actors—at federal and state levels—are not experts 
in the technology industry, the Internet, or social media platform 
content moderation.180 To avoid legislation changes that would 
upend the use of the Internet (either advertently or inadvertent-
ly), legislators should converse with the platforms themselves to 
understand implementation challenges, feasibility, and overall 
impact. That does not mean that any legislation or regulation 
procedures should greatly favor platforms, but just that the dia-
logue is incomplete without participation from and consideration 
of those directly involved. Furthermore, such conversations must 
be with more than just the platform giants, especially if the leg-
islative efforts apply to all platforms. Large, mid-size, and small 
platforms have varying resources and capabilities, and a greater 
understanding of these features will help ensure that Section 230 
reform does not spell extinction for smaller platforms.

From this perspective, self-regulation is the most 
promising solution for the time being because it gives platforms 
a chance to determine the best and most feasible methods for 
content moderation. Section 230 is such a foundational piece of 
the Internet’s infrastructure that it is safest to leave it alone and 
see if the platforms—particularly the giants, since they are the 
ones from which the problems are stemming —can find realistic, 
probable solutions without running the risk of irreparably chang-
ing the Internet. Furthermore, the timing is particularly apt for 
self-regulation efforts, as platforms increasingly face government 
intervention threats and realize that self-regulation can improve 
content moderation processes.

Indeed, platform giants such 
as Facebook, Twitter, and YouTube have 
undertaken efforts to reduce hate speech 
and mis- and disinformation on their 
platforms and to provide more compre-
hensive and accessible transparency poli-
cies in recent years. For example, Face-
book and Twitter both utilized labels and 
warnings about “misleading” or “prov-
ably false” claims in users’ posts in re-
sponse to the COVID-19 pandemic and 
the 2020 U.S. Presidential Election,181 
and they are continuing to develop these 
fact-checking procedures.182 
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These platforms are also developing 
their transparency procedures. YouTube has 
begun to release a new “Violative View Rate 
(VVR)” statistic that discloses “what percent-
age of views on YouTube comes from content 
that violates [their] policies.”183 The release of 
its VVR statistic is an addition to the platform’s 
disclosure of its “Community Guidelines En-
forcement Report” starting in 2018, which gave 
users an insight into what type of content vio-
lated the guidelines and the reasons for removal.184 Twitter has 
shifted from producing a transparency report to a “more compre-
hensive Twitter Transparency Center,” which Twitter designed to 
“cover a broader array of [the platform’s] transparency efforts” in a 
format that is “increasingly interactive and intuitive.”185 Facebook 
has undergone an independent audit of its Community Standards 
Enforcement Report metrics to ensure its transparency efforts ac-
curately represent the platform’s actions.186 Most recently, Face-
book created an “Oversight Board” to “ensur[e] respect for free 
expression” by “provid[ing] independent judgment” on the plat-
form’s content moderation decisions.187 Inspired by the role of 
the U.S. Supreme Court,188 the board is a “separate entity from 
the Facebook company.” It comprises up to forty independent 
and diverse experts who will “uphold or reverse Facebook’s con-
tent decisions” in a binding manner.189 These efforts illustrate that 
platforms are attempting to self-regulate and are experimenting 
with various possible methods of problem resolution. Thus, time 
to determine the efficacy of these efforts should be allowed before 
legislators make drastic changes to Section 230. 

E. If Government Action is Taken, Federal Legislation Seems 
the Most Reasonable

However, suppose government involvement ends up be-
ing the selected path. In that case, some form of federal legislation 
seems preferable over state legislation because the uniformity of 
federal legislation will help ensure that platforms follow the pro-
vided guidelines. As illustrated by the differing applicability stan-
dards in Texas’s HB 20, Florida’s SB 7072, and Senator Hawley’s 
proposal,190 there are many possible interpretations of “big tech” 
platforms. There are also infinite possible variations of disclosure 
requirements. These inconsistencies can make it difficult for plat-
forms to comply with the stated requirements. By contrast, uni-
form legislation provides clarity and consistency to the players 
tasked with following and implementing the new standards. 

With this in mind, legislators should focus more on the 
type of Section 230 amendment proposals that carve out indi-
vidual exceptions to the law’s liability shield instead of the propos-
als that operate as more of an overhaul. The prevalence of social 
media platforms is still very new, with Myspace, Facebook, and 
Twitter launching in the early- and mid-2000s.191 Additionally, 
the current push for Section 230 reform largely stems from events 
beginning in 2016.192 Thus, given the situation’s newness, smaller 
steps are likely to be a better bet than more expansive ones be-
cause of how important Section 230 is and how unpredictable the 
consequences of Section 230 reform will be. Moreover, carving 
out specific exceptions to Section 230’s protections will still make 
some headway on the two main problems resulting from the law’s 
liability shield: platforms will be unable to apply any supposed 
bias towards the topics of the exceptions, and they will have to 
engage in further content moderation. 

VII.   CONCLUSION
 The role of Section 230 in today’s society cannot be un-
derstated. Accordingly, any reform to the law should result from 
deliberate and thorough research. Well-rounded and complete 

Section 230 debate requires bearing in 
mind the exceptionality of the Internet, 
the unique background in which the de-
bate is currently taking place, the law’s 
impact on and importance for platforms 
of all sizes, and the comparative ease of 
uniform legislation when it comes to im-
plementation. What the future holds for 
the Internet and social media platforms is 
unknown, and the possibilities for reform 

are endless. Still, the choices that are part of the law’s development 
should reflect its value and gravity. 
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